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Abstract
An adaptive response to threat requires optimizgeation of critical sensory cues. This optimizati®
thought to be aided by freezing - an evolutiongpilgserved defensive state of immobility charazéeti
by parasympathetically mediated fear bradycardibragulated by the amygdala-periaqueductal grey
(PAG) circuit. Behavioral observations in humand animals have suggested that freezing is alsata st
of enhanced visual sensitivity, particularly folacge visual information, but the underlying neural
mechanisms remain unclear. We induced a freeZikagsliate in healthy volunteers using threat of
electrical shock and measured threat-related clsandmoth stimulus-independent (baseline) and
stimulus-evoked visuocortical activity to low- Vegh-spatial frequency gratings, using function&tiv
As measuring immobility is not feasible in MRI eroiments, we used fear bradycardia and amygdala-
PAG coupling in inferring a freezing-like state. Adependent functional localizer and retinotopic
mapping were used to assess the retinotopic sgiecibif visuocortical modulations. We found a threa
induced increase in baseline (stimulus-independésiipcortical activity that was retinotopically
nonspecific, which was accompanied by increasedextivity with the amygdala. A positive correlation
between visuocortical activity and fear bradycafdihile controlling for sympathetic activation),cha
concomitant increase in amygdala-PAG connectigitiggest the specificity of these findings for the
parasympathetically dominated freezing-like stelfisuocortical responses to gratings were
retinotopically specific but did not differ betwetimeat and safe conditions across participantsuener,
individuals who exhibited better discriminationlofv-spatial frequency stimuli showed reduced
stimulus-evoked V1 responses under threat. Ouimfiysdsuggest that a defensive state of freezing
involves an integration of preparatory defensive perceptual changes that is regulated by a common

mechanism involving the amygdala.
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Highlights

This study investigated visuocortical changes dyfieezing in humans
Threat-induced bradycardia and amygdala-PAG cogjtidicated a freezing-like state
Threat also increased baseline V1 activity and alalggV1 coupling

Reduced V1 responses linked to better perceptiaoarfse features under threat

Freezing involves an integration of preparatoryedsive and perceptual responses



Introduction

Optimal perception of relevant sensory cues isiatuc avoid harm in threatening situations.
This perceptual optimization has been suggestéeé @ded byreezing — an evolutionarily
preserved defensive response that prepares theftwodypuccessful countering of threat
(Blanchard, Griebel, Pobbe, & Blanchard, 2011; CaatipWood, & McBride, 1997; Fanselow,
1994; Hagenaars, Oitzl, & Roelofs, 2014; Lojowsk&dwin, Hermans, & Roelofs, 2015;
Ohman & Wiens, 2003). Freezing commonly takes pthoéng threat anticipation and is
characterized by bodily immobility and a parasyrhpétally dominated decrease in heart rate,
or fear bradycardia, in both animals and humans (Fanselow & Lester, 1@&&dwin, Hashemi,
van Ast, & Roelofs, 2016; Obrist, Wood, & Perez-Bgyl965; Roelofs, 2017; Walker &
Carrive, 2003). Behavioral observations suggestfthazing is also a state of enhanced visual
sensitivity, specifically for coarse visual infortiman (Blanchard et al., 2011; Lojowska et al.,
2015). However, despite the potential relevanahede perceptual changes for threat coping,
the underlying neural mechanism remains unclear.

The anticipatory state of freezing is characteriag a specific pattern of sympathetic and
parasympathetic autonomic nervous system actiWtyereas concurrent sympathetic activation
during freezing, as observed for instance in ine@egupil size and skin conductance, prepares
the body for potential actions (fight-or-flight)aasympathetic dominance serves as a break on
the motor system, allowing for threat assessmethdagision-making about the most adaptive
behavior in given circumstances (Blanchard e28l1,1; Kozlowska, Walker, McLean, &
Carrive 2015). Crucially, because these decisiargely depend on the visual characteristics of
a threat (e.qg., its ambiguity or magnitude), fregZnas been conceptualized as a state of

enhanced sensory processing during which an amgathérs relevant visual information



(Blanchard et al., 2011; Eilam, 2005; Roelofs, 20This has been supported by behavioral
observations in rodents which, despite total bouignobility, show slight head and ear
movements suggestive of environmental scanningramdased visual sensitivity (Blanchard et
al., 2011). However, whereas much human and anesahrch has focused on how visual input
(e.g., angry faces, conditioned cues) shapes tression of freezing behavior (Azevedo et al.,
2005; Blanchard, Griebel, & Blanchard, 2001 ; Féowse Lester, 1988; Gladwin et al., 2016;
Hermans, Henckens, Roelofs, & Fernandez, 2013; M&@01; Roelofs, Hagenaars, & Stins,
2010; Tovote, Fadok, & Luthi, 2015), the neural headsm underlying the opposite, i.e., how
visual processing is altered during the anticipattate of freezing, remains unclear.

Enhanced visual processing during freezing maysueaily regulated by the amygdala,
which is also involved in the expression of fregzilm particular, fear bradycardia and
immobility are regulated through amygdalar effeseot(ventral) periaqueductal grey (PAG) and
medulla (Koba, Inoue, & Watanabe, 2016; Kozlowskal ¢ 2015; Tovote et al., 2016; Walker
& Carrive, 2003). PAG activation and its functiogahnectivity with the amygdala have
furthermore been linked to fear bradycardia in hasn@lermans et al., 2013). Crucially, non-
human primate work has also demonstrated widesmegelctions from amygdala to early and
ventral visual areas (Amaral, Behniea, & Kelly, 30Breese & Amaral, 2005), whereas in
humans the amygdala drives enhanced visuocorgsgbnses to emotionally salient stimuli
(Anderson, 2001; Vuilleumier, Richardson, Armonyiuer, & Dolan, 2004). Based on these
findings, we hypothesized that the anticipatoryestd freezing should be characterized by a
preparatory amygdala-driven enhancement in vistisabactivity, even in the absence of visual

input.



In addition, experimental work in humans has shtlven freezing is associated with
enhanced visual perception specifically of coaisaal information, i.e., low spatial frequencies
(Lojowska et al., 2015). This finding is consisteuiith the observation that the majority of
amygdalar projections to the visual cortex are maghular and therefore biased toward
processing of lower spatial frequency informatiéméral et al., 2003; Freese & Amaral, 2005;
Leonova, Pokorny, & Smith, 2003). These anatonfiodings are supported by functional
evidence where enhanced neural responses to ltativeeto high-spatial frequency fearful faces
were found in inferior temporal cortex (Vuilleumiérmony, Driver, & Dolan, 2003), and
larger steady-state visual potentials in responsevi-spatial frequency stimuli were observed
over occipito-temporal areas following presentabbaversive versus neutral images (Song &
Keil, 2013). We therefore hypothesized that a stéfeeezing should also be associated with
enhanced early visuocortical responses to coassehMinformation.

We conducted a functional magnetic resonance imga@MRI) study combined with
autonomic nervous system measures in which a tainkeezing-like state was induced by
means of threat of electric shock during trialdwitsecond duration. An equal number of safe
trials was included as control. Threat of electrgtack is a commonly used procedure during
which the main concomitants of freezing, i.e., bhpanhmobility, fear bradycardia and
amygdala-PAG recruitment have been observed in&mathals and humans (Fanselow, 1994;
Fanselow & Lester, 1988; Gladwin et al., 2016; Kapqysinger, Gallagher, & Haselton, 1979;
LeDoux, Iwata, Cicchetti, & Reis, 1988; Liebman, ydg & Liebeskind, 1970; Obrist, 1968;
Schneiderman, Smith, Smith, & Gormezano, 1966)n&asuring physical immobility in an
MRI scanner is not feasible, we relied on fear pcaddia and amygdala-PAG coupling (using

psychophysiological interaction models) in validgta freezing-like state in the current study.



To test our hypotheses regarding the effect @ahanticipation on stimulus-independent
and stimulus-dependent activity in early visualices, we recorded visuocortical activity which
we recorded activity in early visual cortices ie thibsence of visual stimulation (during threat
versus saf®mission trials, in which no grating stimuli were presenteas well as in response to
peripherally presented gratings (during threatwesafeGrating trials, in which maximally
three gratings were presented). Omission trialewsed to assess an increase in baseline
visuocortical activity without the confounding effeof stimulus presentation, and its modulation
by the amygdala. Grating trials were used to exartrgnsient neural responses to relatively low
(3 cpd) compared to relatively high (6 cpd) spdtiefjuencies. We carried out an independent
localizer and retinotopic mapping to allow for gtiication of retinotopically specific (i.e.,
stimulus location-selective) and nonspecific atyivvithin V1, V2, and V3. We first predicted
that if freezing is associated with an amygdalaeiriupregulation of baseline activity, we
should observe a threat-related increase in vigtioabactivity and its functional coupling with
the amygdala during Omission trials. Second, #Zieg is associated with enhanced early
visuocortical responses to coarse visual infornmatfiarger stimulus-evoked activity should be
observed to low-spatial frequency gratings on thweesus safe conditions within retinotopically

specific voxels in early visual areas.



Materials and Methods
Participants

Forty-eight participants participated in this stubhclusion criteria were: normal or corrected-to-
normal vision, no color blindness, no history oygsatric or neurological treatment, no
cardiovascular conditions and no smoking, rightelegimess. Fourteen participants were
excluded because of not completing the full tagki(bility to tolerate shocks (3, comparable
with our previous study with shocks; Lojowska let2015), falling asleep (2, during low
demanding tasks of retinotopy and localizer), feglincomfortable inside the scanner (2, first-
time MRI participants), arrhythmia detected durdaga acquisition (1), and performance
accuracy below 75% during the tilt titration tasidre the actual experiment (2, comparable
with the previous behavioral study; Lojowska et 2015). The final sample of 34 participants
consisted of 19 males and 15 females with the mgarof 23.15 years (range 19-32).
Additionally, we removed behavioral outliers, i23 SD from the mean (maximum of two
participants) or tilt offset >20 degrees (whiclurgikely to reflect visual sensitivity; maximum
of two participants), for all relevant statistitasts. Before participating in the experiment, all
participants were required to grant written infochvensent. Participants were reimbursed with
40 euros for their participation in both sessiohthe study. This study was approved by the

local ethical review board (CMO Region Arnhem-Nigmea, The Netherlands).

Sample size calculation (G*Pwer; Faul, Erdfeldemg, & Buchner, 2007) revealed that
34 participants were sufficient to detect a medeffact size (for interaction effect threat x SF,
np2= 0.06) at 80% power. Although only 12 participantse necessary to replicate a relatively

large effect sizen()2 ~.17) found previously for this interaction effécta similar behavioral



study (Lojowska et al., 2015), we nevertheless tisedame sample size as in this study (34
participants) in order to increase the chance tdalimg possibly smaller effects arising from

differences between the tasks (e.g., in testingremment).

Stimuli and appar atus

Stimuli. Gabor grating stimuli (Gaussian-enveloped sinus@odatings) were generated
using MATLAB R2010a, in combination with the Psyphgsics Toolbox Stimuli (Brainard,
1997) were displayed on a rear-projection screargusluminance-calibrated EIKI projector
(1024 x 768 resolution, 60 Hz refresh rate) locateadm behind the participant’s head. Gratings
(4.5° x 4.5° size) were presented at 100% Michetsworirast and in two spatial frequencies: 3
cycles per degree (cpd) and 6 cpd. These frequenaee used because they fall within the
sensitive range of magnocellular and parvocelloddis (Leonova et al., 2003), and because the
modulatory effect of threat anticipation was presly found for those frequencies (Lojowska et
al., 2015). The gratings were displayed at 4° ettio#ty from the central fixation. A fixation
point (size: 0.15°, luminance: 116 cdjnwvas displayed in the center of a uniform gray
background screen (luminance: 76 cd/m2), and paatits were asked to maintain fixation
through the course of the experiment. During tlseiai task, this fixation point could change
from grey to orange (luminance: 116 cdyror blue (luminance: 117 cdfin signaling threat or
safe conditions. Stimulus parameters were chossedban the following considerations.
Peripheral display was used to avoid ceiling effetd allow for delineation of modulation
across visual areas, and to increase ecologiddityabf the task, as peripheral detection may be
particularly adaptive in threatening situations engnnot all relevant information (e.g., predator
approaching from behind) is immediately accesdiblevert attention. 4° eccentricity was used

to minimize the bias in spatial frequency procegsine to uneven distribution of cones and rods



in retina (Purves et al., 2001) and was based eviqus psychophysiological work in which
discrimination performance for 3 and 6 cpd was carabple at this eccentricity (Rovamo, Virsu,
& Naséanen, 1978). Furthermore, horizontal presemtatas used to avoid a potential difference
in spatial frequency processing between upper @andrl parts of the visual field (Christman,
1993). Finally, by using the same stimulus pararsdeccentricity, peripheral horizontal
presentation, and spatial frequencies) as in puswstudies in which threat-induced modulation
on spatial frequency processing was found (Bocan&gdfeelenberg, 2009; Lojowska et al.,
2015; Nicol, Perrotta, Caliciuri, & Wachowiak, 201@e hoped to replicate these behavioral
effects in the current study. In the visual table, maximal tilt offset the gratings could deviate
from the vertical orientation was set to 40 degr@smtrast, size and presentation time of the
gratings (100 ms) were chosen to ensure theiwvisibility while rear-projected in the scanner
during the visual task, and to prevent particip&mm making saccadic eye movements towards
the stimuli, which would require about 160 ms (WaakDeubel, Schneider, & Findlay, 1997).
Shock administration and physiological measurements. Electric shocks were delivered
transcutaneously through the participant’s fourttl &fth distal phalanges of the right hand
using a 9V battery-operated MAXTENS 2000 (Bio-Pobtelinc., Wonju, Korea) and standard
Ag/AgCI electrodes. The duration of the electristnulation was 200 ms, with a 150 Hz
repetition of 25Qus pulses. The intensity varied between 0-40V/0-8GanAoss 50Q with 10
steps in total. Shock intensity was adjusted atrttividual level to ensure the shocks were
unpleasant but not painful. Shock calibration wasggmed using a standardized staircase
procedure comprising 5 shock presentations afigr ewhich the shock intensity was adjusted

according to the participant’s verbal reports sfuhpleasantness on a scale from 1 (not

10



unpleasant) to 5 (very unpleasant). The final shotgasity obtained with this method (mean

score: 4.36, SD = .65) was used in the visual tateon discrimination task.

The following physiological measures were recordesrt rate (HR), pupil size and
respiration in both sessions, and skin conductantiee second session when the visual task was
carried out. HR was used for offline assessmettt@parasympathetically driven decelerative
HR responses, whereas pupil size and skin condeeiadex sympathetic activity during the
task (Hermans et al., 2013). Heart rate and rasmiravere additionally used for retrospective
image-based correction (RETROICOR) of physiologia@ke artifacts in BOLD signal in fMRI
data (Glover, Li, & Ress, 2000). HR, skin conductaand respiration were acquired using an
MR-compatible BrainAmp EXG MR 16 channel recordgygtem (Brain Products, Gilching,
Germany). HR was measured using a pulse oximedémths attached to a fourth distal phalange
of the participants’ left hand. SCR data were abéld with two standard Ag/AgCl electrodes
attached to the second and third distal phalaniggeegarticipant’s left hand. Respiration data
were collected using a respiration belt positioaesind the participant’s abdomen. Pupil size
was measured using a 50 Hz iView system with anddRpatible eye tracker (MEye Track-LR

camera unit, SMI, SensoMotoric Instruments).

MRI data acquisition. MRI data were acquired at the Donders Centre fgnlive
Neuroimaging using a 3T Siemens MAGNETOM Skyra MBanner (Siemens, Erlangen,
Germany). Functional MRI data were acquired usii@aweighted gradient-echo EPI
sequence and parallel multiband excitation witlaeeeleration factor of four (TR = 909 ms, TE
= 24.6 ms, 60 axial slices acquired in interleawetter, flip angle = 59°, field of view = 212*212
mm, slice thickness = 2 mm with no gap betweeres|igoxel size = 2 mm isotropic, GRAPPA

in-plane acceleration factor of 2). Furthermoreldimaps were acquired for each participant to
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allow for correction of spatial distortions in tBOLD-fMRI images due to magnetic field
inhomogeneity (TR = 1020 ms; TE1 = 10 ms; TE2 #A@2ns; flip angle = 90°; slice matrix size
= 64*64; field of view = 224*224 mm). A high-resdion whole-brain anatomical image was
acquired using a T1-weighted Magnetization-Prep&#gid Gradient Echo (MP-RAGE)
sequence (TR = 2300 ms; TE = 315 ms; flip anglé;=sl&e matrix size = 256*256; field of

view = 256*256*180 mm; voxel size = 0.8 mm isotro)pi

Experimental procedure

The entire experiment was divided over two sessistiseduled 3-4 days apart. The first session
consisted of the functional localizer task, retopt mapping task, as well as resting state and
susceptibility-weighted imaging sequence not usetié current study. The second session
consisted of questionnaires, a tilt titration taskhock calibration procedure and the visual task
with electric shocks (i.e., the task of primaryergst). Participants lay in the scanner in a head-
first supine position and viewed the back-projetsareen via a mirror mounted on top of the

head coil.

The first session started with the functional lzea task. This task comprised flickering
gratings presented at 100% contrast in 16 blocid8daf each. In each block, a grating (either 3
cpd or 6 cpd) were presented at 4° eccentricit@fbrs and with a random phase change
between the blocks. The orientation of the gratings fixed within, but varied between the
blocks. We included the following tilt offsets: 3/-+/-6, +/-10, +/-14. Blocks with each
orientation were repeated twice. Blocks were s¢pdray a 9.5s grey screen containing only a
fixation at the center of the screen. To ensurérakfixation during the task, the white fixation
in the center of the screen turned black at pseundform time points, which prompted a button-

press response from participants. The localizérltested approximately 14 minutes.
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During the retinotopic mapping task, participantsmed a wedge consisting of a flashing black-
and-white checkerboard pattern (3 Hz), first rotgitlockwise for 6 cycles and then
anticlockwise for another 6 cycles (at a rotatipaexd of 36s/cycle). Also during this task, the
central fixation changed color from white to blapkpmpting a button-press response from

participants to ensure central fixation.

The second session started with participants cetmpgl questionnaires, which were
included to enable post-hoc assessment of whe#itecipant samples of our previous
behavioral and current fMRI study were comparabtgdwska, 2015). During the tilt titration
task, tilt offset was titrated separately for thep8 and 6 cpd stimuli in the same visual
orientation task, but without shocks and omissi@ist The final staircase thresholds obtained in
this task were subsequently used as a startingffsket for gratings in the actual experiment (one
threshold for 3 cpd stimuli under threat and safieditions, and one threshold for 6 cpd stimuli
under threat and safe conditions). The tilt tibmtiask consisted of 72 gratings in each spatial
frequency, taking about 10 minutes, and was adierad in the scanner during the acquisition
of the anatomical scan. Subsequently, to adjustksimensity to individual sensitivity
thresholds, participants underwent a shock caldmgirocedure. This was followed by visual

task lasting about 50 - 60 minutes, with short ksaa between.

Visual task. Each trial started with a 7 s presentation ofcirtral fixation point, the
color of which — blue or orange - indicated eittigeat or safe conditions (Figure 1). Color
fixation was followed by an ITI of 2-4 s, during eh the fixation color changed to grey.
Freezing was evoked in the threat condition byanch of receiving an electric shock,
administered to the participant’s fourth and fifiistal phalanges of the right hand. No shocks

were administered during the safe condition. Pgditts received verbal instructions about the
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association between fixation color and shocks leetfoe start of the experiment. The association
between fixation color and threat condition wasrdetbalanced across participants. 25% of all
trials were omission trials, during which only tentral fixation was presented. These trials
were used to quantify threat-related changes ielivesvisual activity. The remaining trials were
used to probe threat-related changes in neuradMiegponses to visual information. To this end,
participants performed a visual orientation disanation task (Lojowska et al., 2015) that
required discrimination of the orientation of th@tings under orthogonalized threat and safe
conditions. These trials were the same as omissada with the exception of gratings presented
either to the left or right side of the fixatiom. total, there were four conditions: threat 3 cpd,
threat 6 cpd, safe 3 cpd, and safe 6 cpd. Gratiegs presented only during the display of a
threat cue, i.e., orange or blue fixation, for doeation of 100 ms. In a single trial, up to 3
gratings could be presented. The minimum interdtisiinterval (ISI) was set to 2 s, allowing

for separation of BOLD responses to each gratingg® & Nichols, 2003). Participants were
required to indicate through button press whetherorientation of the grating was tilted to the
left or right, relative to vertical. The presentatiside, spatial frequency of the gratings and thei
orientation (left versus right) were counterbalahbetween sessions and participants.
Participants were instructed to fixate on the @drdot during the whole task and avoid

excessive blinking when the orange or blue fixat@s presented.

To ensure that neural responses to the gratirfiigeted threat-related manipulations,
rather than task difficulty known to increase atyivn the visual cortex (Chen et al., 2008), we
used an adaptive staircase procedure (QUEST; Wé&t$eilli, 1983) to maintain an overall

level of 75% accuracy while varying tilt offsetéach of the four conditions. This procedure was
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applied separately for each of the four conditiand the resulting changes in the tilt offsets were

used as measures of behavioral performance.

The task was divided into three runs, each cangistf 102 trials (36 safe/threat trials
with gratings, 12 safe/threat omission trials artréat trials with shocks). In each run, 36
gratings belonging to each of the four conditioresevpresented in grating trials. Trials with
shock presentation were excluded from the analyidestrial sequence was fully randomized for
each participant to ensure that potential carry-efects between trial types could not result in
a systematic bias. Total duration of the secondigesvas about 2 hours. After MRI scanning,
participants were asked debriefing questions taraghey understood all instructions (e.g.,
regarding the association between the fixationrcata chance of receiving a shock), and to
verify the experimental manipulations (e.g., whethey received shocks and how many, and

about the perceived averseness of the shocks).
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Omission trials Trials with gratings

6 7s \\ 100 ms 6 75
100 ms
ITI 2-4 s ITI 2-4 s

Figure 1. Visual task. The task consisted of omissiongraid trials with gratings. Threat and
safe conditions were signaled by fixation cola,,iblue or orange, counterbalanced across
participants. The figure illustrates an exampla diireat condition trial, here signaled by an

orange fixation, during which electric shocks cobé&ldelivered.

Data analysis

Behavioral and physiological analyses. Behavioral performance was defined as the
mean tilt offset required to perform the orientattiscrimination task at 75% accuracy, for each
of the 4 conditions. Data was calculated for eddh@runs and analyzed using SPSS (IBM
SPSS Statistics for Windows, Version 21.0), with number (1-3), threat condition and spatial
frequency as within subject factors. Data of foartjgipants were excluded from the behavioral
analysis because of tilt offsets exceeding outhiezsholds (larger than 3 SD when tested

separately for 3 cpd and 6 cpd).
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The analysis of physiological data was performédiinef using in-house software
implemented in MATLAB (Matlab, R2013a, The MathWsrknc), allowing for visual
assessment and removal of signal artifacts. Blimksupil data were removed from the signal
using linear interpolation. HR data for 6 subjeg&se discarded due to extensive amount of
noise and artifacts (e.g., pulse oximeter felltb& finger during scanning, excessive hand
movement, scanner artifacts, poor signal). Forlamnéasons, skin conductance data of two
participants were also removed from the analysisagsess parasympathetic and sympathetic
activity during the visual task, pre-trial baselr@rected HR responses, pupil size responses,
and skin conductance levels (SCL) were calculate@dch trial. HR responses were quantified
by calculating the mean HR between 2-7s follownng bnsets corrected for the baseline (mean
HR during 25 s prior to stimulus onset). This neklty long baseline window was chosen to
account for fluctuations of HR with the respiratagcle due to respiratory sinus arrhythmia (De
Geus, Willemsen, Klaver, & Van Doornen, 1995). Biagecorrected pupil size responses were
guantified by subtracting the averaged pupil dianetithin a 1 s period prior to trial onset
(baseline) from the averaged pupil diameter withpperiod from 2-7 s following trial onset.
Changes in SCLs were calculated using the samewiin@ows. We reasoned that SCL change
is a more appropriate measure of sympathetic aroutize current block design than
conventional scoring of skin conductance resporasgnitudes commonly used in event-related
designs (Phelps et al., 2001). The difference batwR responses on threat vs. safe conditions
(across both grating and omission trials) wereyaeal using paired sample t-test. As SCLs and
pupil responses did not have a normal distribuf®mapiro-Wilk tesp-value < .001), the
difference between threat and safe conditionsifiesé measures were assessed using a non-

parametric permutation t-test (with 50,000 permates).
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Because of expected physiological changes dunimgask (due to threat modulation),
we used physiological noise correction in all ddRfl analyses to remove variance in BOLD
signal originating from these fluctuations. In thiay, any differences between threat and safe
trials are more likely to reflect the underlyingaciges in task-related neural responses rather
than physiological fluctuations. We included 10sauice regressors for cardiac noise and 10 for
respiratory noise, which were specified by caléntafifth-order Fourier models of the cardiac
and respiratory phase-related modulation of the BBignal (Glover et al., 2000). In addition to
these RETROICOR regressors, we calculated regsegsoneart rate frequency, heart rate
variability, (raw) abdominal circumference, resporg frequency, respiratory amplitude, and
respiration volume per unit time (Birn, Diamond, iBm& Bandettini, 2006; van Buuren et al.,
2009), yielding a total of 26 nuisance regressuoas Were subsequently used as regressors of no
interests in GLM models.

fMRI data preprocessing. The fMRI data were spatially preprocessed using $PM
(www.fil.ion.ucl.ac.uk/spm) for analysis in natigpace. The first five volumes of each session
were discarded to allow for T1 equilibration. Fiehdps were subsequently used to calculate a
voxel displacement map (Hutton et al., 2002) farhesession which was used for the
realignment and dynamic unwarping of functionalges Functional images were realigned to
the first image within and across all three runslding head movement parameters (translations
and rotations) that were subsequently used asmagsagressors in the general linear models
(GLMs). The mean realigned and unwarped functionage was used to coregister functional
images with the T1 image for each participant. lkenmore, inverse normalization parameters
were created by segmenting the T1 image into grayem white matter and CSF images using a

unified probabilistic template registration andtie classification method (Ashburner & Friston,
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2005). These inverse normalization parameters wszd to warp MNI-space masks of regions
of interest into native space. All subsequent &iatl analyses were performed in native space
(i.e., without spatial normalization) and withopasial smoothing.

Functional localizer and regions of interest. To find retinotopically specific voxels in
the left and right hemispheres of V1, block regoes$or right and left stimulus presentations
were constructed and convolved with a canonicaldigmamic response function (HRF).
Additional HRF-convolved stick function regressoredeled pseudorandom flickering of the
fixation point, the aim of which was to preventedttipants from looking at the gratings. Left
and right hemisphere responses were found by regpeontrasting of beta maps for right vs.
left, and left vs. right stimulus presentation. ikations within V1 were defined using the
retinotopic boundaries of V1, delineated basedherrétinotopy task and well-established
methods (DeYoe et al., 1996; Engel, Glover, & Wdind897; Sereno et al., 1995) implemented
in Freesurfer (http://surfer.nmr.mgh.harvard.edif) voxels that responded maximally to the
contralateral stimulus presentation and belongeddésame cluster (i.e., showing spatial
contiguity) were selected for left and right V1dasubsequently used as retinotopically specific
ROls in the analysis of the visual task. 140 voxelsesponded approximately to an activation
threshold of p < 0.05, uncorrected, using a orledaitest. To examine the retinotopic
specificity on neural responses in V1, retinotolhycaonspecific ROIs were created by
subtracting retinotopically specific ROIs creat¢a ¢enient threshold of p < 0.2 (uncorrected)
from the V1 masks created based on the retinotagly: Left and right amygdala were defined in
native space using automated anatomical segmemtitibl-weighted images in FSL FIRST
(http://ffsl.fmrib.ox.ac.uk/fsl/fslwiki/FIRST). PAGoxels were delineated on each participant's

high-resolution T1 scan using fslview and accordmgreviously described guidelines (Satpute
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et al., 2013). The resulting PAG ROI had a shapeewdllow cylinder with length of about 10
mm, external diameter of about 6 mm and internainditer of about 2 mm. The masks were then
converted from 4D to 3D space, resliced to eactiggaant’s native space of functional images.
Visual task. For analyses of neural responses in the visula| tas separate finite
impulse response (FIR) models were created forgamisand grating trials. In the model for
omission trials, we modeled block responses tathaed safe trials. This model was used to test
changes in baseline visuocortical activity on threative to safe conditions without the
confounding effects of visual stimulation. For eagh, regressors for threat and omission trials
with 14 time bins (TRs) were created starting whté trial onset. Additional 3 regressors of no
interest were created for grating threat and s&fistand threat trials with shocks. For each
participant and condition of interest, parametéineges were extracted from an a priori defined
period between 4.5 and 9 s where the peak BOLDbr=spwas expected (5 — 10 TR post-trial
onset) for the following visual ROIs: retinotopilyaspecific and nonspecific V1 voxels
contralateral and ipsilateral to stimulus preseomatThis period allowed for capturing trial-
specific BOLD responses without interfering wittbsaquent trials which - with minimum ITlI
of 2 s - could start at 9 s following the onsethaf previous trial. Visual inspection of the BOLD
signal averaged across threat and safe conditmmfgmed that this period captured the BOLD
response peak occurring at around 6.5 s followimgusus onset. Changes in baseline V1
activity were tested in a three-way repeated-measfNOVA with threat condition (threat,
safe), retinotopic space (retinotopically speciiesus retinotopically nonspecific voxels in V1)
and run number (1-3) as within-subject factors. dilditionally analyzed the difference in

BOLD responses between threat and safe trial$h#amygdala and PAG to check whether any
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threat-induced changes in functional connectisge(below) are associated with a concurrent
overall increase in activation of these regions.

In the second FIR model, we estimated neural resgmtime-locked to the presentation
of 3 cpd and 6 cpd gratings under threat and safditons. For each run, eight regressors of
interest were created representing the followingddwons: threat 3 cpd , threat 6 cpd , safe 3
cpd , and safe 6 cpd , for left and right presé@mat Gratings to which no responses were given
and shock trials were modeled by additional FIResgors. For each participant and condition
of interest, parameter estimates in a period froma@5.4 s following stimulus onset were
extracted. This period allowed for capturing stinsdevoked BOLD responses peaking around
3-5 s following stimulus onset. This selection wased on visual inspection of the average of
BOLD responses across all conditions (retinotopicadecific and nonspecific voxels, ipsilateral
and contralateral to stimulus presentation), aedetiore was orthogonal to the results of
interests. To validate localizer procedure (ia&.gér BOLD responses were expected in the
retinotopically specific compared to nonspecifixels contralateral to stimulus presentation
side) and to assess threat-related changed insgibmees to 3 cpd gratings, averaged parameter
estimates were analyzed with a repeated measur&@VANvith stimulated hemisphere
(contralateral versus ipsilateral relative to stusuypresentation), retinotopic space
(retinotopically specific versus nonspecific voxeld/1), run number (1-3), threat condition
(threat, safe) and SF (3 and 6 cpd) as within-stiffigetors. In each of these models, we included
head motion parameters (3 translations, 3 rotatimos realignment, 26 physiological noise
regressors, high-pass filtering (1/128 Hz cut-tffjemove low-frequency signal drifts, and AR

(1) serial correlation correction.

21



Effective connectivity analysis. To test whether threat of shock leads to the ptedic
changes in connectivity between the amygdala withakd PAG, we performed a
psychophysical interaction (PPI) analysis (Gitelpfa@nny, Ashburner, & Friston, 2003). We
used voxels in the left and right amygdala sephrateseed regions, which were defined by
individually created masks in native space (see@p®e calculated the first eigenvariates of
the time series within left and right amygdaladach participant and run. After deconvolution,
these were multiplied by a psychological comporfdgmeat vs. safe omission trial regressor) to
obtain a run-specific PPI term, which was subsetiyeg-convolved with the HRF. A GLM
with three regressors for each session (PPI texad-segion eigenvariate, and psychological
component) was conducted to calculate particippatific parameter estimate maps for the PPI
term. These parameter estimates were averagedaeto®topically specific and retinotopically
nonspecific voxels within V1, as well as within PAThe resulting values, which represent
participant-specific estimates of threat-relatednges in connectivity, were tested for statistical

significance across participants using a repeaksasores ANOVA for each ROI.
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Results
Peripheral physiological responses

We first analyzed peripheral physiological respartseverify the effectiveness of our threat
manipulation. First, we found a significantly lowsgart rate on threat versus safe conditions,
t(1,27) = 5.56p < 001,np2: .54, verifying that our threat-of-shock manipidatevoked fear
bradycardia. Furthermore, we also found a signiticacrease in pupil dilatiort(1,33) = 5.09p
<.001,° = .44, as well as SCIt(1,31) = 3.81p = .001,n,°=.32, indicating the concurrent
presence of sympathetic activation during threatltmns. However, given the long duration of
the task (approximately an hour), there was aafdkabituation effects with parasympathetic
and sympathetic responses decreasing over timeedha repeated-measures ANOVA with run
number as a within-subject factor showed a maieceff run number on differential scores
(threat — safe) of HR respons€$2,54) = 9.12p < .001,11p2 = .25, pupil dilation responses,
F(2,66) = 27.08p < .001,n,” = .45, and SCL%(2,62) = 24.67p < .001,n,” = .44 (Figure 2). A
further planned linear contrast revealed a sigaifidinear trend for all physiological responses,
namely HR responsé¥1,27) = 10.04p = .004,11p2 = .27, pupil dilation responsds(1,33) =
61.90,p < .001,n,° = .65, and SCR%;(1,31) = 41.31p < .001,n,” = .57, confirming that the
magnitude of both sympathetic and parasympathesigpanses to threat relative to safe
conditions decreased over time. Habituation of piggical responses to threat of shock is
accompanied by a reduction of subjectively perakstgock aversiveness toward the end of the
task (average rating of shock aversiveness = h88stale from 1 to 5) compared to during
shock calibration (M=4.38). Because these manifmrathecks indicate that threat of shock was
successful and had the strongest effect in theertirs we included run number as a factor in all

further analyses.
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on threat versus safe trials for each of the thmas of the task. Differences between threat and
safe conditions were strongest in run 1, with agggmpathetically controlled) reduction in heart
rate (HR) and (sympathetically controlled) incresaseskin conductance levels (SCL) and pupil

dilation. bpm, beats per minute; uS, microSiemprk,pixels; **, p < .001; *,p < .05

Behavioral results

To test if discrimination of the gratings differad a function of threat condition, we conducted a
2 (threat condition: threat, safe) x 2 (spatiafjfrency: 3 cpd, 6 cpd) x 3 (run number, 1-3)
repeated-measures ANOVA with tilt offset as dependariable. First, we found a main effect

of spatial frequency;(1,29) = 12.18p = .002,11,)2 = .30, with 3 cpd gratings (mean tilt offset =
2.12) discriminated better than the 6 cpd gratiingsan tilt offset = 3.28) which conforms with
generally higher sensitivity to lower spatial freqgies when presented in the periphery (Diez-

Ajenjo & Capilla, 2010; Rovamo et al., 1978). Theras no main effect of thred(1,29) = 2.06,
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p = .16, nor an interaction between threat condiéind spatial frequenci(1,29) = 3.08p = .09.
However, there was a significant interaction betwieat condition, spatial frequency, and run
number,F(2,58) = 4.02p = .023,11p2 =.12, indicating time-dependent differences i effects

of threat on tilt offset between the gratings.

Given that we used an adaptive staircase procdQWE&ST) that started at the same tilt
offset for both threat conditions within each saldaiequency, threat-related changes could
become evident as a difference in tilt offset bemvthe two threat conditions building up over
time within each spatial frequency (Table 1). Waed this by examining the linear trend across
runs within the interaction between threat condiamd run number for each spatial frequency.
Indeed, a steeper linear trend for threat versiescgaditions was found for 3 cpd stimulus,
F(1,29) = 6.14p =. 019,n,” = .17, but not for the 6 cpd stimuli&1,29) = 2.00p =. 17,1,
= .065, indicating that, as expected, the decrgask offset (i.e., increase in performance) for

the 3 cpd stimulus was steeper in the threat ciomdiban in the safe condition.

Table 1. Means and standard deviation (in pareaf)e tilt offset for 3 cpd (LSF) and 6 cpd

(HSF) gratings under threat and safe conditionssacruns.

SF Threat conditio | Run ] Run Z Run ¢
3 cpc threa 2.22(1.10 2.09(.96 2.03(.92
(LSF)

safe 2.21(1.22 2.11(1.05 2.08(1.06
6 cpd threa 3.32(2.57 3.11(2.29 3.10(2.31
(HSF)

safe 3.43(2.92 3.42(2.90 3.31(2.82
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Neuroimaging results

Threat effectson baseline V1 activity. To test our first (stimulus-independent)
hypothesis that freezing is a state associatedamitincrease in baseline V1 activity, we
compared the amplitude of BOLD responses in Vlhoedt vs. safe trials during omission trials
where no gratings were presented. To assess mgtinapecificity of these changes, we further
compared the response of retinotopically spedific, (stimulus-responsive) and nonspecific
voxels within V1. A three-way repeated-measures MAQvith threat condition (threat, safe),
retinotopic space (retinotopically specific versesnotopically nonspecific voxels in V1) and
run number (1-3) as within-subject factors revealedignificant main effect of threat condition,
F(1,33) = 1.25p = .27,np2 =.19. However, the effect of threat on the adioraof V1 differed
between runs, as indicated by a significant intewsadetween threat condition and run number,
F(2,66) = 3.28p = .O44,np2 = .60 (Figure 3 A). There was a significantly hreglhaseline V1
activity in threat versus safe conditions in ruir(,,33) = 6.50p = .OlG,np2 = .16, but not in
run 2 and run 3ps > .05), conforming to the pattern of physiologitabituation. A follow-up
analysis for run 1 revealed that significantly legbaseline activity was observed in both
retinotopically specifict(33) = 2.34p = .026,1]p2 = .14, and nonspecific voxel$33) = 2.73p
=.010,m," = .18, and that the difference in threat effeetisvizen the two retinotopic areas was
nonsignificant [interaction between threat conditamd retinotopic areab(1,33) = 2.08p = .15,
np2 = .06]. Thus, the observed threat-related increabaseline V1 activity appears to be
retinotopically nonspecific. A summary of the braggions from a whole-brain analysis for run
1 (where threat-related effects were found in th&va native-space FIR-model analysis) are

reported in the Supplementary Material.
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Next, to test if the threat-induced increase isdiiae V1 activity is associated with
functional coupling with the amygdala, we perforngeBPI analysis between these two regions.
Threat-related changes in connectivity strengtheveessessed by averaging parameter estimates
for a PPl term expressing the threat-related changennectivity with the amygdala for two
regions of interest: retinotopically specific VIxals and retinotopically nonspecific V1 voxels.
The resulting participant-specific averages weseéetk using a repeated-measures ANOVA with
retinotopic space (retinotopically specific verssspecific V1 voxels), run number (1-3), seed
region (left versus right amygdala), and hemisplflefe right V1) as within-subject factors. As
predicted, we found that threat of shock led tingrease in connectivity between the amygdala
and V1,F(1,33) = 19.33p <.001,np2 = .37 (Figure 4). This threat-induced increase in
connectivity did not differ between retinotopicafigecific and nonspecific voxels(1,33) =
3.02,p= .092,1]p2 =.084, or between runs(2,66) = .83p = .44,1]p2 =.025. A follow-up
analysis confirmed that the threat-related incréas®nnectivity was indeed observed for both
retinotopically specific [one sample t-test: t(33%4.40, p < .OOlqp2 = .37], and nonspecific
voxels [one-sample t-test: 1(33) = 4.16, p < .OQEL,: .34]. We also found no interaction
between these two factos(2,66) = 1.92p = .15,np2= .055. These findings indicate that the
observed connectivity increases were neither regpically specific nor time dependent. Taken
together, threat of shock resulted in a retino@pimonspecific increase of baseline activity in
early visuocortical areas which was associated aitincrease in functional coupling with the

amygdala.
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Figure 3. A. Neural responses in V1 in threat versus safe aomigsals as a function of run
number. Results show averaged BOLD responses defoasd right V1, within retinotopically
specific (blue) and nonspecific (green) V1 vox&sCorrelation between fear bradycardia,
threat-related reduction in heart rate (HR) and BQ&sponses (retinotopically specific and
nonspecific) in V1 in threat versus safe conditidisor bars represent standard errors of the

mean. bpm, beats per minutesp* .05.

Relationship between visuocortical changes and defensive responsesto threat. To
test the hypothesis that physiological and per@mitanges are part of an integrated defensive
response, we first tested whether the magnitudbdafge in BOLD responses between threat
and safe trials correlated with threat-induced gearin heart rate (combined across both Grating
and Omission trials). We found a significant negatorrelation between threat-induced heart
rate change and change in baseline activity inr{Y26j = -.41p = .030; Figure 3 B). Crucially,
this correlation remained significant when contrgifor variance associated with sympathetic

responses, i.e., threat-induced changes in SCLpw@itldilation,r(22) = -.42,p = .033 (tested
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across all runs). Furthermore, there was no siganti correlation between threat-related
responses in V1 and either SGX30) = -.15p = .40, or pupil dilation responsex32) = -.19,p
= .26. Thus, threat-induced increases in V1 agtwire stronger in participants who
demonstrated stronger fear bradycardia, and tresseiations remained when controlling for

concurrent sympathetic activation.

Second, we tested whether the observed incredsadtional connectivity between the
amygdala and visuocortical areas was accompanied lrycrease in functional connectivity
between the amygdala and PAG (Hermans et al., 20bh82at-related changes in connectivity
strength between the amygdala and PAG were assegseeraging the parameter estimates for
a PPI term for the PAG. In line with previous ragdHermans et al., 2013), a repeated-
measures ANOVA with threat condition, run numbed aaed region (left, right amygdala) as
within subject factors revealed a threat-relateuease in connectivity between the amygdala
and PAGJF(1,33) = 7.66p = .009,11p2 = .18, which did not differ between rufg1,33) = .93p
= .4O,np2 =.027 (Figure 4). Together, the correlation bemvthreat-related changes in baseline
V1 activity and fear bradycardia, and the incrdadenctional connectivity of the amygdala

with both V1 and PAG supports the notion of intégdavisual and defensive responses.

Additional control analyses revealed a significatgraction between threat condition
and run number for amygdala activati®i(2,66) = 4.87p = .Oll,np2 = .13, with a significant
difference present only in the first run [run@3) = 3.43p = .002; run2t(33) = -.26,p = .79;
run 3:1(33) = -.35,p = .73]. No main effect of threat conditidf(1,33) = .072p = .79,11p2
=.002, or an interaction between threat and runbar,F(2,66) = .20p = .82,11p2 =.006, was

observed for PAG activation.
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Figure 4. Amygdala (depicted in yellow) and its functionalpling with retinotopically specific
(blue) and nonspecific (green) V1 voxels, and prréaluctal grey (PAG, in red). Beta values
represent average parameter estimates for a PREbgressing threat-related changes in
connectivity with the amygdala for the three region interests. Values in parentheses represent

standard deviations. All values were significamtifferent from zero (alp < .05).

Transient V1 responsesto low and high spatial frequency gratingsunder threat. In
order to address our second main hypothesis cangestimulus-dependent visuocortical
activity, we tested whether low-spatial frequencatiggs were associated with increased
stimulus-evoked activity within retinotopically spic voxels under threat in V1. To this end,
we first validated our localizer procedure. A repdameasures ANOVA with stimulated
hemisphere (contralateral versus ipsilateral neatid stimulus presentation), retinotopic space

(retinotopically specific versus nonspecific voxeld/1), run number (1-3), threat condition
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(threat, safe) and spatial frequency (3 and 6 apdyithin-subject factors revealed a significant
interaction between stimulated hemisphere andaetpic spacef-(1,29) = 37.18p < .001,11p2

= .56. This interaction was driven by significantlyger BOLD responses in retinotopically
specific versus retinotopically nonspecific voxetstralateral to stimulus presentati®i(l,29)

= 24.12,p < .001,n,° = .45, but not on the ipsilateral sid&1,29) = 3.46p = .0731," = .11

(Figure 5). These results confirm that the local@®cedure was successful.

Next, we examined the amplitude of BOLD responsdsw- and high-spatial frequency
gratings in retinotopically specific V1 voxels. Apeated-measures ANOVA with threat
condition, spatial frequency and run number rewealsignificant main effect of SF(1,29) =
493,p= .O34,np2 =.014, with 3 cpd gratings evoking higher resgansan 6 cpd gratings.
However, for both spatial frequencies, the diffeem amplitude of BOLD responses between
threat and safe trials was not significantly didiet; F(1,29) = .46p = .50,11p2 =.016, and did

not change as a function of run numbé2,58) = 2.29p = .11,11p2 =.073.
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Figure 5. BOLD responses time-locked to the presentatidoS# and HSF gratings in A)
retinotopically specific voxels contralateral toratlus presentation, B) retinotopically
nonspecific voxels contralateral to stimulus préseon, and C) retinotopically specific voxels
ipsilateral to stimulus presentation. As expectgdtings evoked larger BOLD responses in
contralateral retinotopically specific voxels comgzhto both other ROIs. Within the
contralateral, retinotopically specific V1 voxelse amplitude of BOLD responses to low spatial
frequency (3 cpd ) and high spatial frequency @ Jcgratings did not differ significantly

between threat and safe conditions.

In spite of the lack differences between threatsafd conditions, we were still interested
in whether the magnitude of threat-induced changesent-related responses would be related to
visual discrimination performance. We thereforégddhe correlation between threat-related

changes in performance (threat — safe conditiorassaall trials) with the underlying stimulus-

32



evoked responses in retinotopically specific V1elsxfor both low (3 cpd) - and high (6 cpd) -
spatial frequency gratings. We found that threktteel improvements in performance on the 3
cpd stimulus (larger difference in tilt offset betwn threat and safe condition) was associated
with smaller stimulus-evoked activity in retinotoglily specific voxelst(30) = .49,p = .008
(Figure 6). No significant correlation was found fbe 6 cpd stimulug(29) = .064p = .73.
These two correlations differed at trend level (269, p = .091), implying that the effect of
threat on the relationship between behavioral perémce and visual activity was marginally
stronger for LSF than HSF gratings. Together, theselts show that although V1 responses to
low-spatial frequency gratings were on average @altge on threat and safe trials, threat-
induced reductions in neural responses were asedaiath improved discrimination of low-

spatial frequency gratings.

33



r(30) =-49,p=.008 o

0.5

0.0

LSF threat - safe tilt offset (deg)

A 4 -0.5 o
Better -0.02 -0.01 0.00 0.01 0.02
erformance
P LSF threat - safe BOLD signal (a.u.)

Figure 6. Correlation between threat-evoked responsesimotepically specific voxels and
behavioral performance to low spatial frequencyiggs on threat versus safe trials. The
facilitating effect of threat on discrimination lofwv-spatial frequency gratings was associated

with smaller stimulus-evoked BOLD responses.

Threat modulation of stimulus-independent and stimulus-evoked responsesin V2
and V3. To examine whether the observed effects of thresthack are specific to V1, we
extended our analyses to include retinotopicalljnee areas V2 and V3. Similar threat-induced
effects were observed across V1, V2 and V3, i.eetinotopically nonspecific increase in
baseline activity in Run F(1,33) =5.81p= .022,11p2 = .15, and increased functional
connectivity with the amygdal&(1,33) = 19.20p <.001,np2 = .37, neither of which differed
between visual areas (&k1). We also found positive relationships betwedeonger fear
bradycardia and threat-induced increases in ba&satitivity, similar to V1, in both V2 (24) = -
49,p =.010] and V31(24) = -.45p = .022], both controlling for SCL changes and pupi

dilation. Furthermore, no threat-related modulatdevent-related responses to the gratings,
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and their relation with behavioral performanpe>(.05), were observed in V2 and V)§2,66) =
141p= .25,11,,2 =.041. As in V1, we did find clear evidence dimetopic specificity of event-
related responses across all three visual areasjdenced by a retinotopic space by hemisphere
interactionF(1,33) = 50,5p < .001,11,,2 = .60, which did not differ between regio®s<(). In

sum, findings for V2 and V3 were largely identit@aNV1.
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Discussion

The goal of the present study was to identify theral mechanisms underlying behavioral
observations of enhanced visual sensitivity dugingnticipatory state of freezing. Our
observation of threat-induced fear bradycardiaaragympathetically dominated response
characteristic of freezing (Fredericks, Moore, NéftcSchwaber, & Schneiderman, 1974; Koba
et al., 2016; Kozlowska et al., 2015; Obrist, 19@8)well as an increase in functional
connectivity between amygdala and PAG, core regiovived in expression of freezing in
animals (Fanselow, 1994; Fanselow & Lester, 19&§Ket al., 1979; LeDoux et al., 1988;
Liebman et al., 1970; Schneiderman et al., 196@)cated the successful induction of a
freezing-like defensive state, although directlyaswing immobility was not possible given the
constraints of an MRI environment. First, we fouhdt threat of shock resulted in a
retinotopically nonspecific increase in baselineuaicortical activity accompanied by a
concurrent increase in functional connectivity wilie amygdala. The magnitude of the threat-
related increase in baseline visuocortical actiggyrelated with fear bradycardia. Second, better
discrimination of low-spatial frequency (3 cpd) ngs under threat was associated with
reduced responses in V1 voxels retinotopically gjggo the location of the gratings.

Threat of shock resulted in an increase of baseiswcortical activity. This finding is
in line with previous studies using a threat apation procedure in which increased early visual
responses were observed during phasic (Keil, StedaMoratti, & Ray, 2007; Song & Kelil,
2013; Stolarova, Keil, & Moratti, 2006; Thigpen,&xh, & Keil, 2017) but also prolonged
(Herrmann et al., 2016; Sege, Bradley, Weymar, &d,2017; Straube, Mentzel, & Miltner,
2007) presentation of conditioned cues predictivaversive outcomes. However, although

threat anticipation commonly evokes freezing (Flove& Lester, 1988), the lack of
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concurrently acquired state-specific autonomic aearal measures makes it difficult to
generalize these findings to freezing. In additimegause the anticipatory stimuli (e.g., signs)
were constantly displayed during anticipatory pasion the studies so far, the contribution of
anticipatory versus stimulus-driven processingrtivamced visuocortical responses remains
unclear. Our study extends these findings by ligkan anticipatory increase in baseline
visuocortical activity to defensive responses ctigrsstic of freezing, and by showing that this
process is independent of bottom-up visual stintat

The upregulation of baseline visuocortical activityder threat was associated with
concurrent recruitment of defensive reactions dtarstic of a state of freezing. Two findings
support this notion. First, enhanced activatioearly visual areas (V1, V2, and V3) under threat
was associated with stronger fear bradycardiarasgmpathetically dominated response
observed during freezing (Fredericks et al., 1%&ha et al., 2016; Kozlowska et al., 2015;
Lang, Bradley, & Cuthbert, 1997; Obrist et al., 328n agreement with earlier work showing
neural correlates of fear bradycardia (Hermans ,e2@13) and a correlation between low-spatial
frequency perception and fear bradycardia (Lojovetka., 2015), this association was
statistically independent of simultaneously obsérsympathetic activation indexed by larger
skin conductance and pupil dilation responses utigleat. Second, a threat-related increase in
functional connectivity between the amygdala an@RAnain regions involved in expression of
freezing in animals (Fanselow, 1994; Fanselow &¢e<d988; Kapp et al., 1979; LeDoux et al.,
1988; Liebman et al., 1970; Schneiderman et ab6}9vas associated with concomitant
increase in functional coupling between the amyagdal early visual areas. A limitation of the
current study is that, due to inherent limitatioh&n MRI environment, it was not possible to

measure physical immobility. Such a measure woalerallowed for additional validation of
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the current results for the state of freezing. Haavethe close association of fear bradycardia
and amygdala-PAG coupling with physical immobiiityprevious work in the context of threat
anticipation, in both animals and humans (Applegétpp, Underwood, & McNall, 1983;
Fanselow, 1994; Gladwin et al., 2016; Gozzi et2110; Kozlowska et al., 2015; Niermann,
Figner, Tyborowska, Cillessen, & Roelofs, 2018; Rts 2017; Roelofs et al., 2010; Tovote et
al., 2016) indicates the presence of a similarriafe state. Future neuroimaging studies on
visuocortical changes during freezing may makeafiseEG, which may be feasible to combine
with direct measurements of mobility using a stabietric platform (Gladwin et al., 2016).

The amygdala may be a core region involved ircttedination of visual and defensive
processes during freezing. Based on anatomicaéeealin non-human primates, the observed
increase in stimulus-independent visual cortexvagtmay be driven by modulatory projections
from the basal nucleus of the amygdala to earlyaliareas (Amaral et al., 2003; Freese &
Amaral, 2005, 2006). The existence of amygdalaalisannections in humans has been
evidenced by morphological changes in the visusds(Boes et al., 2012), and the absence of
otherwise increased responses in the visual ctotéearful and arousing stimuli in patients with
amygdala damage (Anderson, 2001; Vuilleumier e2804). Simultaneous projections of the
central nucleus of the amygdala to PAG, on therdthad, are crucial for the expression of fear
bradycardia and bodily immobility during animaldmng (Applegate et al., 1983; Gozzi et al.,
2010; Kapp et al., 1979; Kim, Rison, & Fanselow939LeDoux et al., 1988; Liebman et al.,
1970; Tovote et al., 2016; Vianna, Graeff, Landéiesnandez, & Brandao, 2001; Walker &
Carrive, 2003). In particular, lesions to the anglgdr ventral PAG reduced bodily immobility
and fear bradycardia during threat anticipatiog.(dear conditioning) in animals (Carrive,

1993; Kapp et al., 1979; Kim et al., 1993; LeDotale 1988; Liebman et al., 1970; Vianna et
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al., 2001), and the activation of the PAG was as$ed with stronger fear bradycardia in

humans (Hermans et al., 2013). In line with théseifigs, our results support the view that the
anticipatory visual processes under threat maytagiated with defensive responses specific for
the state of freezing through a common neural m@shainvolving the amygdala.

What could be the functional relevance of a sggtradnspecific increase in baseline
visuocortical activity during freezing? One poskipis that this increase reflects a preparatory
state that may facilitate visual processing ofvate stimuli across the entire visual field. This
notion is consistent with the observation thatZineg commonly takes place during anticipation
of potential threats or in ambiguous environmeBita(, 2005) where the uncertainty of threat
requires higher sensitivity to all spatial locagoimn our study, this facilitation may be evidenced
by the striking association betweestluced neural responses to low-spatial frequency gratimgs
retinotopically specific regions aretihanced discrimination performance for these stimuli. This
correlation cannot be taken to indicate that atbenvas directed away from the peripheral
gratings by the central threat cue (fixation cqlbgcause participants with a smaller threat-
induced increase in BOLD-responses would then peard to perform worse, not better.
While entirely speculative at this point, a possiekplanation for this finding could be that the
reduced activity may reflect a smaller predictioroeoccurring when a bottom-up visual input
matches stimulus expectations, which are thougbh&open stimulus representations and
suppress neural responses inconsistent with thethefkKBonhoeffer, & Hubener, 2012; Kok,
Jehee, & de Lange, 2012; Lee & Mumford, 2003). Adowly, a threat-related increase in
baseline activity found here may reflect a magratzelinput from the amygdala, which would
enhance visual representations of coarse feat@®dgfing in reduced visual responses upon

their presentation. The modulatory effect of amyggeiojections on neural responses is
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supported by their physiological properties, itleeir termination in superficial and deep layers
of the visual cortex, which is also characteristicfeedback projections from higher to lower
visual areas (Freese & Amaral, 2005, 2006). Sutlkeehanism would also explain an otherwise
contradictory observation of increased early visucal responses to lower spatial frequency
stimuli following a brief presentation of an araugimage where no threat anticipation was
induced(Song & Keil, 2013). The prediction erropkation, however, cannot be directly
supported by the current findings. Future studidzing, for instance, multi-voxel pattern
analyses or electrophysiological recordings maglile to establish whether the observed threat-
related increase in baseline visuocortical actiwitieed reflects preparatory activity in lower-
frequency sensitive voxels (Henriksson, Nurmineyvafinen, & Vanni, 2008; Issa, Trepel, &
Stryker, 2000).

One may argue that increased visuocortical actiwatbserved independently of stimulus
presentation reflects noradrenergic modulationrbysgal. Indeed, increased noradrenergic
activity was previously observed during shock ap#tion and indexed by pupil dilation (Joshi,
Li, Kalwani, & Gold, 2016; Tsuda, Ida, Satoh, Tsuwgiru, & Tanaka, 1989). Animal studies have
shown that these state-dependent elevations opma@hrine increase the signal-to-noise ratio
of visuocortical neurons (Bennett, Arroyo, & Hesfr2013; Polack, Friedman, & Golshani,
2013; Vinck, Batista-Brito, Knoblich, & Cardin, 2B}, and their sensitivity to preferred visual
input (Polack et al., 2013). However, although pdpation was also observed in the current
study, it was not related to threat-related chamgeguocortical activity. Instead, our data show
that a threat-related increase in baseline actwéyg associated with parasympathetically
controlled fear bradycardia. As we found in pregiowrk showing an association between

parasympathetic activity and PAG activation (Hermanal., 2013), this correlation remained
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significant when partialing out variance associatgti pupil dilation. Thus, our stimulus-
independent effects within visual cortices suggjest threat anticipation evokes a pattern of
modulation that is qualitatively different from gunoradrenergic activity, perhaps involving
cholinergic activity that is strongly associatedhithe parasympathetic nervous system and is
also known to modulate early visual cortices (So8famegi, Suematsu, & Sato, 2013).

We cannot exclude the possibility that the inigatt of the observed threat-induced fear
bradycardia involves an orienting response beiag eharacterized by a decelerative heart rate
response (Kapp et al., 1979). However, while thenting response is typically induced by a
sudden change in the environment (e.g., cue orisstying commonly occurs during threat
anticipation after the cue has been evaluatedraaténing, and is often associated with a
relatively stronger and more prolonged heart rateteration than the orienting response
(Bradley, Codispoti, Cuthbert, & Lang, 2001; Galsés, Blix, & Ursin, 1985; Hagenaars et al.,
2014; Lang et al., 1997; Pavlov, 1927). Becausdindings concern the entire anticipatory
phase following onset of the threat cue, they altikely to reflect only orienting.

In contrast to previous observations (Bocanegrae&l@nberg, 2009; Song & Keil,
2013), neither an impairment in higher spatial @irxacy perception nor differences in neural
responses to these stimuli under threat were obdemthe current study. Although a threat-
related impairment of perception for higher spdtiatjuency stimuli has been proposed to rely
on a neural mechanism involving a cross-inhibiti@tween magnocellular and parvocellular
cells in the visual system (Bocanegra & Zeelenb20@9), no direct psychophysiological
evidence currently exists to support this clainteAdatively, the fact that current and other
findings show specific improvement in lower spafiajuencies in the absence of a higher

spatial frequency impairment (Lee, Baek, Lu, & Mat2014; Vuilleumier et al., 2003) may
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suggest that these two processes are rather indiepieaind may therefore not always co-occur.
Future studies should establish what additiondbfa¢ specifically those contributing to specific
impairment in higher spatial frequencies, suchwgslglilation (Campbell & Green, 1965),

contribute to threat-related shifts in spatial treqcy perception.

To conclude, our data demonstrate that a fred#egiefensive state is associated with
visuocortical changes that may underlie the obgkchange in visual sensitivity during this state.
These visuocortical changes coincide with simulbaiséy recruited defensive responses which
may be regulated through a common neural mechanianiving the amygdala. These results
also emphasize the importance of anticipatory trstdes in visual perception, and open the
way for further research on their role in modulgtunssual sensitivity to specific visual input

such as coarse visual information.
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